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I .  I N T R O D U C T I O N

Smart innovation policy begins with a particular disposition 
toward experimentation, risk-taking, and even failure. For 
innovation to blossom, entrepreneurs need a clear green 

light from policymakers that signals a general acceptance of 
risk-taking—especially risk-taking that challenges existing busi-
ness models and traditional ways of doing things. 

We can think of this disposition as “permissionless innova-
tion,” and if there was one thing every policymaker could do to 
help advance long-term economic growth, it would be to commit 
themselves to advancing this ethic and making it the lodestar for all 
their future policy pronouncements and decisions.1

This paper presents a 10-point checklist that policymakers can 
follow to achieve that goal.
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I I .  A  C O N F L I C T  O F  V I S I O N S

P ermissionless innovation refers to the idea that “experimenta-
tion with new technologies and business models should gen-
erally be permitted by default. Unless a compelling case can 

be made that a new invention will bring serious harm to society, 
innovation should be allowed to continue unabated and problems, 
if they develop at all, can be addressed later.”2 

This disposition can be contrasted with so-called precautionary 
principle reasoning, which refers to the belief that new innovations 
should be curtailed or disallowed until their developers can demon-
strate that they will not cause any harms to individuals, groups, spe-
cific entities, cultural norms, or various existing laws, or traditions.3 

The tension between these two dispositions dominates almost all 
modern technology policy debates.

A new Mercatus Center book, Permissionless Innovation: The 
Continuing Case for Comprehensive Technological Freedom (now 
in its second edition), highlights the importance of permissionless 
innovation and explains how technological advancement is the 
fundamental driver of long-term economic growth and human 
flourishing more generally.4 The book explains how the ongoing 
search for new and better ways of doing things drives prosperity in 
every sense—economic, social, and cultural. Technological inno-
vation improves economic efficiency, expands the range of goods 
and services available to the public, and generally lowers prices and 
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raises quality in the process.5 It also expands the range of potential 
social and cultural opportunities. This raises living standards over 
the long term by promoting greater health and happiness.6 
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I I I .  W H A T  F U E L S  E C O N O M I C  G R O W T H ?

Indeed, technological innovation is “widely considered the main 
source of economic progress”7 among economic historians 
and scholars. Brink Lindsey notes that a widespread consensus 

exists among these scholars that “the long-term future of economic 
growth hinges ultimately on innovation.”8 Numerous economic 
studies and historical surveys document the positive relationship 
among technological progress, economic growth, and overall social 
welfare. A 2010 Department of Commerce report revealed that 
“technological innovation is linked to three-quarters of the nation’s 
post-WWII growth rate,” that “innovation in capital goods is the 
primary driver of increases in real wages,” and that “across coun-
tries, 75% of differences in income can be explained by innova-
tion-driven productivity differentials.”9

Echoing these findings, two major economic surveys similarly 
found that technological progress accounts for 30 to 34 percent of 
growth in Western countries.10 Thus, nothing could be more import-
ant for raising long-term living standards than creating a legal and 
regulatory environment conducive to ongoing technological change 
and the general freedom to innovate.11 

The power of permissionless innovation in action can be best 
seen in the explosive growth of the Internet and digital technology. 
A diverse, nonpartisan coalition of US policymakers embraced per-
missionless innovation as the basis of Internet policy beginning in 
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the early 1990s, and it soon became the “secret sauce” that propelled 
the rise of e-commerce, online speech, and the modern digital revo-
lution.12 While Europe handcuffed its tech sector with heavy-handed 
regulatory policies, America’s embrace of permissionless innovation 
catapulted tech firms into a position of global dominance, making 
them the envy of the world.13 
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I V .  A  P E R M I S S I O N L E S S  I N N O V A T I O N  
P O L I C Y  B L U E P R I N T

The permissionless innovation policy disposition can be 
applied more broadly beyond the Internet.14 The dazzling 
array of growth and innovation that we enjoy in Internet-

related industries can be unleashed in many other sectors of our 
economy. 

But first, we have to get policy right. Policymakers should make 
permissionless innovation the basis of their technology policy going 
forward for the so-called Internet of Things,15 wearable devices, 
smart cars,16 commercial drones,17 Bitcoin,18 3-D printing,19 robot-
ics,20 advanced medical devices and applications,21 and the many 
other new technologies that are just now beginning to emerge.

Accordingly, this paper offers a 10-part checklist that poli-
cymakers can use to help spur the development of dynamic new 
sectors and technologies, thereby fueling economic growth. This 
blueprint is as follows:

1. Articulate and defend permissionless innovation as the 
general policy default.

2. Identify and remove barriers to entry and innovation.

3. Protect freedom of speech and expression.
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4. Retain and expand immunities for intermediaries from lia-
bility associated with third-party uses.

5. Rely on existing legal solutions and the common law to 
solve problems.

6. Wait for insurance markets and competitive responses to 
develop.

7. Push for industry self-regulation and best practices.

8. Promote education and empowerment solutions and be 
patient as social norms evolve to solve challenges.

9. Adopt targeted, limited legal measures for truly hard prob-
lems.

10. Evaluate and reevaluate policy decisions to ensure they 
pass a strict benefit-cost analysis.

Each recommendation will be discussed.

1 .  A R T I C UL AT E A ND D E F E ND P E R MI S S I O NL E S S IN N O VAT I O N A S T H E 
G E NE R A L P O L I C Y D E FA ULT.

Social attitudes and political pronouncements profoundly influ-
ence opportunities for entrepreneurialism, innovation, and long-
term growth.22 For progress and prosperity to be possible, a socio-
political system must respect what economic historian Deirdre 
McCloskey refers to as the “bourgeois virtues” that incentivize 
invention, encourage risk-taking, and propel an economy for-
ward.23 “If we learn anything from the history of economic devel-
opment,” noted David Landes in his magisterial The Wealth and 
Poverty of Nations: Why Some Are So Rich and Some Are So Poor, 
“it is that culture makes all the difference.”24

To encourage a culture of permissionless innovation, poli-
cymakers should make it clear in their policy pronouncements 
that innovators will generally be given wide leeway in their cre-
ative endeavors and that policy will not be based on hypothetical 
concerns or addressed through preemptive, ex ante regulatory 
controls. Instead, innovators and average citizens alike will be 
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generally left at liberty to experiment with new technologies; 
problems that develop will be addressed in an ex post fashion.25

An excellent example of how to promote permissionless inno-
vation as a policy default for a new technology or sector can be 
found in the Clinton administration’s 1997 Framework for Global 
Electronic Commerce. The document outlined the US government’s 
approach toward the Internet and the emerging digital economy.26 

The Framework was a succinct, market-oriented vision for cyber-
space governance that recommended reliance on civil society, 
contractual negotiations, voluntary agreements, and ongoing 
marketplace experiments to solve information-age problems.27 
Specifically, the Framework recommended that 

• “[T]he private sector should lead [and] the Internet should 
develop as a market driven arena not a regulated industry;”28 

• Governments should “avoid undue restrictions on elec-
tronic commerce;”29 

• “[P]arties should be able to enter into legitimate agree-
ments to buy and sell products and services across the 
Internet with minimal government involvement or inter-
vention;”30 

• And, finally, that “Where governmental involvement is 
needed, its aim should be to support and enforce a predict-
able, minimalist, consistent and simple legal environment 
for commerce.”31

Just as the Clinton administration’s embrace of permissionless 
innovation helped to spur the digital revolution, policymakers can 
extend that ethos to new sectors and help fuel similar technological 
revolutions.32 

2 .  ID E N T IF Y A ND R E M O V E B A R R IE R S T O E N T R Y A ND IN N O VAT I O N .

Oftentimes, the most serious barriers to permissionless innova-
tion are the well-intentioned but counterproductive laws and reg-
ulations of the past. For example, occupational licensing regimes 
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were established at the state and local levels to protect consumers 
from a variety of supposed dangers. But merely because restric-
tions were once justified on consumer protection grounds does 
not mean they actually accomplished those goals, or that they are 
still needed today.33 That is particularly true if those policies are 
raising prices, limiting competition, or undermining new forms 
of life-enriching innovation that could better serve the public.34

Worse yet, incumbent companies who oppose increased com-
petition sometimes “capture” legislators and regulators and con-
vince them to apply otherwise outmoded rules (especially licens-
ing laws35) to new entrants in the name of fairness.36 The sharing 
economy provides a good recent example of this problem.37 Older 
taxicab operators do not like the new competition they face from 
ride-sharing services such as Uber and Lyft, and those incumbent 
firms also argue that new entrants should face the same regulatory 
burdens that they do. 

On one hand, those incumbents have a fair point: generally 
speaking, all competitors should play by a common set of rules. 
But the solution here is not to discourage new technologies and 
sectors by simply rolling old regulatory regimes onto them. The 
better alternative is to level the playing field by “deregulating down” 
to put everyone on equal footing, not by “regulating up” to achieve 
parity.38 Policymakers should relax old rules on incumbents as new 
entrants and new technologies challenge the status quo—especially 
when new innovations seem to correct market imperfections better 
than the outmoded regulations. By extension, new entrants should 
face only minimal regulatory requirements as more onerous and 
unnecessary restrictions on incumbents are relaxed.

Licensing restrictions represent a barrier to telemedicine efforts, 
too. Patients seeking access to care remotely can take advantage 
of virtual health firms (e.g., Doctor on Demand, RetraceHealth, 
MedZed, MD Live, American Well, and First Opinion) in some 
states.39 But licensing restrictions could limit the ability of such ser-
vices to reach their fullest potential. Meanwhile, at the federal level, 
overly precautionary Food and Drug Administration regulations 
could also hold back many new advanced medical technologies.40
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Clearing out old regulatory deadwood is never easy, but 
solutions must be devised to ensure that new competition and 
life-enriching innovation are not discouraged. Recommendation 
10 below offers additional ways to do so.

3 .  P R O T E C T F R E E D O M O F S P E E C H A ND E X P R E S S I O N .

Almost all modern networked technologies enhance speech or 
expression in some fashion. Accordingly, policymakers should 
always look to reiterate the importance of the First Amendment 
and protections for freedom of speech for emerging technologies.41 

In his 1983 book, Technologies of Freedom: On Free Speech in an 
Electronic Age, political scientist Ithiel de Sola Pool offered a pas-
sionate defense of technological freedom and freedom of speech in 
the electronic age. In setting forth several “Guidelines for Freedom” 
to ensure that new information technologies could realize their full 
potential, he asserted that “regulation is a last recourse. In a free 
society, the burden of proof is for the least possible regulation of 
communication.”42 

That same principle can and should be applied to the many new 
technologies that enhance human communication and creativ-
ity. Policymakers can do so by constantly reiterating that the First 
Amendment protects the speech and expression facilitated by new 
“technologies of freedom.”

4 .  R E TA IN A ND E X PA ND IMM UNI T IE S F O R IN T E R ME D I A R IE S F R O M 
L I A B IL I T Y A S S O C I AT E D W I T H T H IR D - PA R T Y U S E S .

To advance permissionless innovation as a policy guideline, it 
may be necessary to immunize some intermediaries (e.g., platform 
providers or device manufacturers) from punishing forms of liabil-
ity, or at least to limit liability to avoid the chilling effect that exces-
sive litigation can have on life-enriching innovation. Specifically, 
intermediaries should be immunized from liability associated with 
the ways third parties use their platforms or devices to speak, exper-
iment, or innovate.
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Advocates of intrusive forms of technological control often seek 
to “deputize the middleman” and force intermediaries to police 
their networks, systems, or devices, for any number of things that 
those regulatory advocates do not like. But such counterproduc-
tive proposals should be extremely limited because they can signifi-
cantly hinder both speech and commerce. 

In fact, US law already partially accomplishes immunization of this 
sort through Section 230 of the Telecommunications Act of 1996.43 
Today’s vibrant Internet ecosystem likely would not exist without 
Section 230 because many of today’s most popular online sites and 
services might have been hit with huge lawsuits for the content and 
commerce that some critics (especially companies) didn’t approve 
of on those platforms.44 That law immunized online intermediar-
ies from onerous liability for the content and communications that 
traveled over their electronic networks. The immunities granted by 
Section 230 let online speech and commerce flow freely.45 For exam-
ple, sites such as eBay, Facebook, Wikipedia, Angie’s List, Yelp, and 
YouTube all depend on Section 230’s protections to shield them from 
potentially punishing liability for the content that average Americans 
post to those sites. But Section 230 protects countless small sites and 
services just as much as those larger platforms.46 

In a similar way, Internet intermediaries are immunized from 
copyright infringement liability, provided they follow certain rules 
established under Section 512 of the Digital Millennium Copyright 
Act (DMCA) of 1998. Intermediaries must promptly block access 
to alleged infringing material (or remove such material from their 
systems) when they receive notification of an infringement claim 
from a copyright holder or the copyright holder’s agent.47 So long 
as online intermediaries abide by these “DMCA takedown notices,” 
they generally will be granted what is known as a “safe harbor” 
exemption from copyright liability.48

By extension, the creators of newer general purpose technol-
ogies, such as 3-D printers or certain robotic technologies, may 
need to receive certain limited immunizations from liability for 
third-party uses of their devices. If potential troublemakers use 
certain general purpose technologies to do harm—cybersecurity 
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violations, privacy invasions, copyright infringement, etc.—it is 
almost always more sensible to address those problematic users 
directly and hold them accountable for their actions. The other 
approach—deputizing intermediaries or holding those interme-
diaries accountable for the actions of others—will discourage 
innovators from creating vibrant, open platforms and devices that 
could facilitate new types of speech and commerce. Therefore, an 
embrace of permissionless innovation requires a rejection of such 
middleman deputization schemes. 

5 .  R E LY O N E X I S T IN G L E G A L S O L U T I O N S A ND T H E C O MM O N L AW T O 
S O LV E P R O B L E M S . 

When serious concerns are raised about new technologies, some 
policymakers—often spurred by regulatory advocates—argue that 
“something must be done!” to address their worries. This sort of 
“precautionary principle” thinking typically entails preemptive 
forms of legislative restrictions or expanded regulation by various 
agencies.49 But before rushing to legislate, lawmakers should exer-
cise restraint and first consider whether any existing laws might 
address the issues in question.50 

For example, many states are currently debating how to address 
cryptocurrency service businesses. One low-cost, effective solution 
can be found in the traditional money transfer regulations already 
on the books: merely clarifying that cryptocurrency businesses 
will be regulated like traditional currency businesses can save time 
and money for industry, consumers, and governments alike while 
ensuring an appropriate level of oversight.51

Others worry about the potential for “big data”—the massive 
datasets that collect and correlate disperse facts about individuals to 
make inferences for various purposes—to be used in a discrimina-
tory fashion.52 But laws such as the Fair Credit Reporting Act already 
cover many of these databases,53 and to the extent discrimination 
becomes a real problem—and currently no evidence exists that big 
data creates such problems—a plethora of existing anti-discrimina-
tion federal statutes would be applicable.54
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Even in the absence of existing laws or regulation, policymak-
ers should wait to see how common law solutions develop. These 
common law mechanisms include strict liability, negligence, 
design-defects law, failure to warn, and breach of warranty. The 
genius of the common law is that it does not preemptively attempt 
to eliminate all potential harms; rather, it deals with problems 
as cases and controversies develop. When they do, the collective 
wisdom of the ages is applied to those problems and remedies are 
devised.55 Many legal scholars have already noted that common 
law mechanisms are likely to develop for the safety and security 
concerns surrounding commercial drones, driverless cars, robot-
ics, and other advanced technological systems.56 Likewise, prop-
erty and contract law can help solve many controversies that arise 
from new technologies. 

For example, concerns have already been raised about security 
vulnerabilities associated with the Internet of Things57 and driv-
erless cars.58 Legislation has even been floated to address the latter 
concern through federal certification standards.59 But it is possible 
to achieve reasonable security for such technologies without pre-
emptive, top-down mandates.60 Developers in these fields under-
stand that security lapses could result in serious harm to users and 
that failure to achieve a reasonable degree of safety in their devices 
and systems could result in massive liability. America has no short-
age of trial lawyers eager to launch class action claims at the first 
hint of safety or security lapses. 

Finally, there are ways outside the courts to ensure that tech-
nology developers keep the contractual promises they make to 
their customers. The Federal Trade Commission possesses broad 
consumer protection powers under Section 5 of the Federal 
Trade Commission Act,61 which prohibits “unfair or deceptive 
acts or practices in or affecting commerce.”62 And state attorneys 
general also play a similar role in enforcing consumer protection 
statutes. 

In sum, to foster permissionless innovation, policymakers 
should strive for “simple rules for a complex world,” to borrow 
the title from a 1995 book by legal scholar Richard Epstein.63 
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Many laws and legal standards already exist that can be applied 
to new challenges before we look to impose additional laws or 
heavy-handed, technocratic controls on innovation.

6 .  WA I T F O R IN S UR A N C E M A R K E T S A ND C O MP E T I T I V E R E S P O N S E S 
T O D E V E L O P.

Policymakers should also consider how insurance markets or 
new forms of competition might solve some perceived problems 
associated with new technologies. Every new technology involves 
risks and the possibility of accidents, which is why insurance mar-
kets typically emerge to provide greater peace of mind. For exam-
ple, as automobiles became more prevalent throughout society, 
insurance contracts were devised to deal with collisions, thefts, and 
other risks to owners. 

Similarly, insurance contracts will likely develop to cover risks 
that might develop for newer technologies, including driverless 
cars,64 drones,65 and 3-D printers.66 Indeed, it is unlikely that some 
new technologies—especially autonomous robotic technologies—
will achieve mass-market adoption until insurance mechanisms 
emerge to cover the most risky scenarios.67 Insurance products 
might also be developed to help guard against intellectual prop-
erty–related claims for 3-D printers or virtual reality technologies 
in case the products or experiences that can be created with them 
are alleged to violate existing copyrights, patents, or trademarks.68 

As insurance products develop in these and other sectors, new 
firms will also likely emerge to offer competing products and appli-
cations that satisfy other public needs and demands. Those rivals 
might also compete with existing companies by offering different 
levels of service or safety. For example, many companies already 
compete today by adopting different privacy and security standards 
and stressing that their systems are more private or secure than 
those of rivals.69

Importantly, solutions and developments such as these are not 
always immediately evident and they take time to evolve, which 
counsels patience and humility among policymakers.
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7.  P U S H F O R IND U S T R Y S E L F- R E G UL AT I O N A ND B E S T P R A C T I C E S . 

The Clinton administration’s Framework for e-commerce noted 
that “governments should encourage industry self-regulation and 
private sector leadership where possible.”70 Such industry self- 
regulation can include, but is not limited to, private codes of con-
duct or “best practice” guidance for developers, third-party certifi-
cation and accreditation of devices or their standards, and corpo-
rate labeling and transparency efforts.

The growth of “privacy-by-design,” “safety-by-design,” and 
“security-by-design” efforts reflects a renewed focus on evolving 
industry self-regulation and codes of conduct. “Privacy by design,” 
for example, is one of the hottest concepts in the field of informa-
tion policy today.71 It refers to efforts by organizations to “embed 
privacy into the architecture of technologies and practices.”72 

Technology companies and trade associations have already come 
together to formulate such privacy and security “by design” best 
practices for online advertising,73 connected cars,74 and personal 
wellness devices,75 to name just three examples. 

Similar efforts have been under way for many years on the 
online safety front. Various online safety advocates and child 
safety experts have pushed companies to adopt online safety best 
practices and products to ensure that digital sites and services 
offer users safer online experiences.76 Similar “security-by-design” 
efforts have been going on for years as well.77 Corporations and 
other organizations have a vested interest in keeping their systems 
and devices secure from viruses, malwares, breaches, spam, and 
so on.78 

Going forward, privacy and safety professionals within firms 
and other organizations will need to be on the front lines of 
this rapidly evolving technological landscape to solve the hard 
problems presented by new technologies, such as the Internet of 
Things, wearable technologies, 3-D printing, facial recognition, 
driverless cars, and private drones. These professionals will need 
to be responsive to user concerns and continuously refine corporate 
practices to balance the ongoing services that the public demands 
against the potential negative impacts associated with these tech-
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nologies. As noted next, they will need to work simultaneously to 
educate the public about appropriate use of these new tools.

8 .  P R O M O T E E D U C AT I O N A ND E MP O W E R ME N T S O L U T I O N S A ND B E 
PAT IE N T A S S O C I A L N O R M S E V O LV E T O S O LV E C H A L L E N G E S .

Education is one of the most important but frequently over-
looked solutions to concerns associated with new technologies. 
Governments, industry, and other institutions should focus more 
energy on educating both the public and producers of new technol-
ogy about its proper uses. 

“Legislate and regulate” responses are often not productive or 
effective approaches to safety, security, or privacy concerns because 
preemptive and prophylactic regulation of technology can be 
costly, complicated, and overly constraining. Oftentimes, the better 
approach is to “educate and empower,” which refers to strategies 
that can help build individual resiliency and ensure proper assim-
ilation of new technologies into society. This approach is built on 
media literacy and “digital citizenship” and focuses on encouraging 
better social norms and coping strategies.79

The goal should be to encourage ethical online behavior, pro-
mote online civility and respect, and encourage the proper use of 
new technologies. Digital citizenship education of this sort helps 
not only technology users but also technology developers, who 
should be encouraged to design their devices, apps, and platforms 
in a way that respects other values that their customers and the pub-
lic care deeply about. Toward that end, better transparency about 
business practices is particularly essential in building trust between 
developers and the public. 

Importantly, some of today’s concerns about the misuse of new 
technologies may simply fail to materialize as attitudes adjust and 
people assimilate new tools and services into their lives.80 Social 
pressure and private norms of acceptable use often act as a “regu-
lator” of the uses (and misuses) of new technologies because, quite 
often, “norms dissuade many practices that are feasible but unde-
sirable.”81 For example, the advent of the camera and widespread 
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public photography a century ago created new privacy-related 
tensions, but social norms and etiquette simultaneously evolved 
to discourage the most privacy-intrusive uses of cameras in public 
spaces.82 

More recently, the rapid rise of online review sites and rep-
utational feedback mechanisms has also helped the public have 
a greater voice and put social pressures on providers to deliver 
higher-quality services.83

In other words, policymakers should realize that new technolo-
gies can be “regulated” by more than law.84 This is yet another rea-
son that they should avoid rushing to legislate and instead exercise 
regulatory restraint in the face of rapid technological change.

9.  A D O P T TA R G E T E D,  L IMI T E D L E G A L ME A S UR E S F O R T RULY  
H A R D P R O B L E M S .

If all else fails, policymakers can adopt targeted legislation or reg-
ulation as needed to address the most challenging concerns where 
the potential for clear, catastrophic, immediate, and irreversible 
harm exists. 

Specifically, some morally significant issues may exist that 
demand a more exhaustive exploration of the impact of technolog-
ical change on humanity. Perhaps the most notable examples arise 
in the field of advanced medical treatments and biotechnology. 
Genetic experimentation and human cloning, for example, raise 
profound questions about altering human nature or abilities as well 
as the relationship between generations.85 

The case for policy prudence in these matters is easier to make 
because we are quite literally talking about the future of what it 
means to be human.86 Controversies have raged for decades over 
the question of when life begins and how it should end. These 
debates will be greatly magnified and extended in coming years to 
include equally thorny philosophical questions about the nature of 
humanity.87 

But most technology policy issues don’t raise such profound, 
morally weighty issues. Instead, we generally allow innovators and 
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consumers to freely experiment with new technologies, and even 
engage in risky behaviors, unless a compelling case can be made 
that precautionary regulation is absolutely necessary. 

10.  E VA L U AT E A ND R E E VA L U AT E P O L I C Y D E C I S I O N S T O E N S UR E T H E Y 
PA S S A  S T R I C T B E NE F I T- C O S T A N A LY S I S .

Even when new laws or regulations are being considered, how-
ever, a strict benefit-cost analysis should be conducted to determine 
whether the rule will achieve the desired goal without imposing 
excessive burdens on society. Benefit-cost analyses help policymak-
ers formally identify the tradeoffs associated with regulatory pro-
posals and, to the maximum extent feasible, quantify those benefits 
and costs.88 

Existing laws and regulations should also be periodically 
reevaluated to make sure they are keeping pace with ongoing 
marketplace and technological realities. Technology lawyer 
and consultant Larry Downes has highlighted the importance 
of the “Law of Disruption,” or the fact that “technology changes 
exponentially, but social, economic, and legal systems change 
incrementally.”89 “Emerging technologies change at the speed of 
Moore’s Law,” he argues, “leaving statutes that try to define them 
by their technical features quickly out of date.”90 Moore’s Law is 
the principle named after Intel cofounder Gordon E. Moore, who 
first observed that, generally speaking, the processing power of 
computers doubles roughly every 18 months while prices remain 
fairly constant.91

With today’s technology markets evolving at the speed of 
Moore’s Law, we should demand that public policy do so as well 
by requiring that (a) every new technology proposal include a 
provision sunsetting the law or regulation 18 months to two years 
after enactment—policymakers can always reenact the rule if they 
believe it is still sensible;92 and (b) existing technology laws and 
regulations be regularly reviewed to reassess their sensibility. If no 
compelling reason for their continued existence can be identified 
and substantiated, those laws or rules should be repealed within 
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18 months to two years. If a rationale for continuing existing laws 
and regulations can be identified, the rule can be reimplemented.

This, more than any other single step, would help ensure that 
permissionless innovation will be the cornerstone of the nation’s 
innovation policy going forward. If disruption is good for business, 
it’s good for government, too.
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V .  C O N C L U S I O N

W e stand on the cusp of the next great industrial revolution 
thanks to technological innovations and developments that 
could significantly enhance the welfare of people across 

the world. “Inventions previously seen only in science fiction, such 
as artificial intelligence, connected devices and 3D printing, will 
enable us to connect and invent in ways we never have before,” 
notes a recent World Economic Forum report on the amazing tech-
nological revolutions that could be coming.93 

By following the blueprint set out herein, policymakers can make 
permissionless innovation the cornerstone of innovation policy to 
help spur the development of a wide array of new life-enriching 
technologies and demonstrate, once again, “the endless potential 
of the human mind to improve the human condition.”94
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